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Participants and Expertise 
List is still forming: 

LANL P-25 (Physics), AOT (EE) Groups 

UNM, BNL 

Hope to draw on LBNL expertise 

Expertise gained from PHENIX FVTX project and others: 

 Si pixel sensors and custom ASIC readout 

 Analog / digital electronics design and layout 

 High speed differential and fiber optic data 

transmission 

 Use of modern FPGAs from Xilinx, Actel 

 FPGA programming with Verilog and VHDL 

 Custom high density interconnects (FPC) 

 Event building and formatting 



Disclaimer 
We are not experts on the MAPS readout and have a 

lot of learning to do! 

 

Becoming expert will require assistance from ALICE / 

LBNL members. We are becoming associate (technical) 

members 

 

LANL LDRD funds will not start until October 1st. Our 

effort is limited until this 3-year long support arrives 

 

Our general approach is to reuse as much of the Alice 

stave and readout technology as possible. That reduces 

both risk and development time to meet sPHENIX 

schedule 
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Readout Description 
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x 48 

x 24 
Staves 
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MAPS Electronics 
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ALICE readout path 

Plan B: sPHENIX readout path (held only as contingency) 

MAPS FEM 

busy out 

DCM2 

EvB 

existing design existing sPHENIX 

design 

modified design,  

starting with ALICE boards 

existing ALICE design 

trigger in 

Plan A: 

reprogram 
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Inner Barrel Stave Readout 
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Alpide X9 

Differential pairs 
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ALICE Readout Unit Logic 
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ALICE Readout Units 
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Twinax link to  

one stave 

Stave power 

control 

Fiber optic  

To CRU 

Power  

input 

VME readout card 
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CERN Versatile Link – Bi-directional Fiberoptic 
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3 Gb/sec up to 150 meters 

Long run from Hall to Rack Room over 

custom CERN optical link 

Readout unit 

Common readout unit 

In counting house 
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ALICE Common Readout Units 
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Each CRU reads out two Readout units, 

also sends slow controls, trigger 

CRU cards reside in CPU chassis  

PCI express card 

Fibers 

Avago optical engines  
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Data Stream Reformatting 
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Reformat options 

FPGA or CPU… 
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Au+Au Relative Bandwidth 
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Event multiplicity reduction: RHIC / LHC = 7000/20000 = 0.35 

Collision rate increase: RHIC / LHC = 200 kHz / 150 kHz = 1.33 

ALICE ITS IB is physical signal dominated 

Continuous Stave-to-ROU link is ~50% bandwidth of ALICE ITS IB 

Trigger rate reduction: RHIC / LHC = 15 kHz / 50 kHz = 0.30 

Triggered ROU-to-CRU link is only ~15% bandwidth of ALICE ITS IB 



Backups 
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ALPIDE Pixel Technology 
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ALPIDE Operation 
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ALPIDE Readout 
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Optional Busy Back 
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Busy sensors record state in 

data stream for offline use 

 

ALICE considering busy 

reporting 

 

Local Busy Units (LRU) in RO 

crate can be programmed to 

report back busy signals 

 

Likely unnecessary for 

sPHENIX 


